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Abstract: Classification and object recognition is one of ith@st important tasks in image processing. Mostiegibns deal with
the classification of definite shapes, for examgéntifying a particular type aircraft. In theselipations, compact visual
descriptors are necessary to describe image cofemtier descriptors are widely used in image @ssing to describe and classify
object. Several techniques have proved useful mtsnerariants. In this paper, we studied Motiorscigptors (MD) introduced
recently by Gauthier et al.; combined with Zernlements (ZM). Experiments are conducted using theabases: COIL-100,
which consists of 3D objects, A R faces and cellplasnes database. Recognition is performed by adduggctor Machine as

supervised classification method.
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I NTRODUCTION

Color and invariant object recognition is a critica
problem in image processing. Numerous approactess ar
proposed in the literature, often based on the coatjpn

of invariants followed by a classification method.this
paper, we extend the notion of Fourier Descriptors to
color images, and we use the descriptors as an ofpat
SVM based classifier. Considering the group of mmio
in the plane, Gauthier et al. [1] proposed a fanafy
invariants, called Motion Descriptors, which are
invariants in translation, rotations, scale andesédns.

H. Fonga [2] extended the Motion Descriptors, defjnin
Similarity Descriptors and applying them to greydev
images.

Our aim is to demonstrate here empirically the ghof
such descriptors to be used successfully in coddiem
recognition, and also combined with another well known
set of descriptors: the Zernike Moments [3], [4]le W
present results obtained testing our method withdstad
databases in the object recognition community GfeL
databases [5], [6] which contain images from 100
objects, A R face databases [7] (126 people) asdlfa
made cellular phones database (20 phones).

In section 2 and 3, we review the Motions
Descriptors and Zernike Moments. Then in section 4,
the basic theory of support vector machines is
reviewed. The obtained experimental and numerical
results are illustrated in section 5. Finally the
conclusion is given in section 6.

1. Review of Motion Descriptors

1.1. Definition
Motion Descriptors (MD) are defined as follows. Lt

be a square summable function on the pIane,ﬁntls
Fourier transform:

fo)= [ f@yexp(=j(a|¢))da (1)
]R2

Where(. | .) is the scalar product *.

If (X, 0) are polar coordinates of the poit, we shall

denote againf()\, ) the Fourier transform gf at the

point (),0). Gauthier defined the mappin@, from
R, into R, by
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So, Df is the feature vector which describes each image

and will be used as an
classification method.

input of the supervised



1.2. Properties

Fourier descriptors, calculated according to equatR),
have several properties useful for invariant object
recognition [1]:
Motion descriptors are motion and reflexion-invatia

= f M is a “Motion” such

asg(z) = foM (z),soforanyz inR?,

D,(\) = D;(\),VA € R® (3)

= |f there exists a reflexions® such that
g(z) = foR(x), so for anyz in R?,

D,(\) = D;(\),VA € R? (4)

Motion descriptors are scaling-invariant:
= if kis a real constant such gér) = kf(z), for

any z in R?,

1

D,(\) = k—41)f (%),v/\ € R? (5)

2. Zernike Moments

The kernel of Zernike Moments is the set of orthwdo
Zernike polynomials defined over the polar coortina
space inside a unit circle. The two dimensional &ern

Moments of an image intensity functiofi (r,&) are
defined as [8]

1
p+1
g = fprq(r, 0)rdrdo, )
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where the Zernike polynomials are defined as:
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The real-valued radial polynomials:
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Zernike moments are rotation-invariant: the image
rotation in spatial domain simply implies a phakitgo
the Zernike moments.

Mukandan et al [3], and Khotanzad [4], have
shown that translation- invariance of Zernike motaen
can be achieved using image normalization method. |
[8], Chee-Way chong, presents a mathematical
framework for the derivation of translation invaria
of radial moments defined in polar form.

3. Review of SVM based classification

A Support Vector Machine (SVM) is a universal laam
machine developed by Vladimir Vapnik [9], [10]. A
review of the basic principles follows, consideriag2-
class problem (whatever the number of classesnitbea
reduced, by a “one-against-others” method, to da&sc
problem).

The SVM performs a mapping of the input vectors
(objects) from the input space (initial feature cgaRy
into a high dimensional feature spa@ethe mapping is
determined by a kernel functidf. It finds a linear (or
non-linear) decision rule in the feature sp&gen the
form of an optimal separating boundary, which leahes
widest margin between the decision boundary and the
input vector mapped intQ. This boundary is found by
solving the following constrained quadratic programgn
problem: maximize

n 1 n o on
Waa» = Zloz,; —izzaiajyiyjl((xhxj) (12)

i=1j=1

under the constraints

n

D0y =0 (13)
1=1
and 0 < o; < T for i=1, 2, ..., n wherex; € R;are

the training sample set vectors, apde {—1,+1} the
corresponding class labdl.is a constant needed for non-
separable classed((u,v) is an inner product in the
feature space Q which may be defined as a kernel
function in the input space. The condition requiiethat

the kernel K(u,v) be a symmetric function which

satisfies the following general positive constraint:

f K(uv)gangavdudv > 0 (14)
R{l

which is valid for allg=0 for which



ng cw> du < oo (Mercer’s theorem).

The choice of the kern&(u, v) determines the structure
of the feature spad®. A kernel that satisfies (11) may be
presented in the form:

K(u,v) =Y @ cwr @y v> (15)
k

where a, are positive scalars and the functiods,
represent a basis in the sp&geVapnik considered three
types of SVMs [10]:

Polynomial SVM:

K(xy)=(xy+ 1) (16)
Radial Basis Function SVM (RBF):

Hx;yu" J
K(xy)=¢ * 17)
Two-layer neural network SVM:
K(x,y) = Tanh{k(xy)— 0O} (18)

The kernel should be chosanpriori. Other parameters
of the decision rule (16) are determined by calinda
(9), i.e. the set of numerical parametefra; }i' which

determines the support vectors and the stalar

The separating plane is constructed from thosetinpu
vectors, for whicho; 0. These vectors are callsdpport
vectorsand reside on the boundary margin. The number
Ns of support vectors determines the accuracy and the
speed of the SVM. Mapping the separating plane back
into the input spac®,, gives a separating surface which
forms the following nonlinear decision rules:

Ns
Cx> = Sgn Zyiai K (s;,x)+0b
i=1

(19)

Where s; belongs to the set &fs support vectors defined
in the training step.

SVM based classifier condenses all the information
contained in the training set relevant to clasatfan in
the support vectors. This reduces the size ofitrgiset
identifying the most important points. Moreover, SVM
are quite naturally designed to perform classiitcatn
high dimensional spaces [11].

4. Object Recognition Process and
experimental Results

4.1. Test Protocol

In order to validate our approach, we performedassr
validation test using two public databases: the CO0D
[4] and the A R face color database [7] and onErsatle
database of similar objects (cellular phones).

4.1.1. Training Step

During the training step (Fig. 1), the data flow 5 a
follows: the input image is resample to 128x128 Isixe
and a standard FFT is computed for each color @lann
(Red, Green, and Blue). The three correspondingavioti
Descriptors are computed from the FFT values and the
Zernike moments are computed from the 3 color
channels. The final size of the vector used for SVM
training is d=63x3=189 for Motion Descriptors, and
d=14x3=42 for Zernike Moments. The result of the
training step is the model (set of support vectors)
determined by the SVM based method.

2D FFT MDr r_
ZMn r_ Class
Color G | | 2DFFT MDg |, svMm
Image training
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B || 2DFFT MDs izl
ZMg

Fig. 1. Training Process

4.1.2. Decision Step

During the decision step, the Motion Descriptors or
Zernike Moments are computed using the same way, and
the model determined during the training step isdu®
perform the SVM prediction. The output is the image
class (Fig. 2).
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Fig.2. decision Process

The classification error rate was evaluated usimgs-
validation. The training step was performed using a
training subset of sampled3, and a test step was
performed using a test subset of samplds, with
I'uB=D and ' B =@ whereD is the set of
every available images in the database. For each
database, we evaluated separately the classification
obtain using the Motion Descriptors, the Zernike
Moment, and the mixing of both feature vectorstHhis



case, the dimension of the feature
d=189+42=231.

Since we used the RBF kernel in the SVM classificatio
process, we have to tune the kernel size, i.e. aheevof

o in the equation (14). This has been done emplyical
for each database, choosing the kernel vatyg which
gave the minimum error rate.

space is

4.2. Numerical results
4.2.1. COIL-100 database

COIL-100, the Columbia Object Image Library (COIL-
100, Fig. 3) [5] is a database of colour imageslo®
different objects, where 72 images of each objecewer
taken at pose intervals of 5°. The images were pre-
processed so that either the object's with or height
(whatever is larger) fits the image size of 128 |sixe

Fig. 3. Sample Objects of COIL-100 database

a) Classification performance

Table 1 presents results obtained testing our bbjec
recognition method with the COIL-100. Tests havenbee
performed using 5-fold cross validation (58 imagssd

for training, 14 images used for testing, for each
validation step). Optimum error values are depidted
red. In this case, Motion Descriptors outperformmie
Moment, and the combination of both descriptors
improve significantly the global performance of the
system.

Other methods testing the COIL-100 database, in the
literature provide error rates from 12.5% to 0.1¥sting

is performed using different protocols [12].

In our global approach, the error e=0.01% corredpda
only 1/7200 image classified faulty.

Table 1: Cross validatedrsor rate on COIL-100 database

Motion-Descriptors

Zernike Motion .
. and Zernike
Moments Descriptors
Moments
Uopt =01 3022 009 % 001 %

We studied the influence of the number of image
samples used during the training step. Results are
depicted in Fig. 4. The faster convergence is obthi
for the combination of both descriptors.
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Fig.4. Influence of number of training samples of COIL

b) Robustness against noise

In order to study Zernike moments and Motion
descriptors noise robustness, we evaluated the
classification error obtained using a noisy databasis
database has been created adding Gaussian noise to t
COIL images. In order to test several noise levels,
created databases with different standard devigfidn
(0.0004<Sd<0.23). Some examples of noisy images are
depicted in Fig. 5.

Table 2. achieves results of our method with noisy
databases. Tests have been done using 9-fold cross
validation and the best set SVM parameters kernel
obtained in the section 5.3.1 a). Results show nloése
little influence on classification performance asiam
when we use Zernike moments or Motion descriptors.
Nevertheless Zernike seems to be more robust teiazldi
noise, while combining descriptors is not reallyicéht
here.

Fig. 5. Sample of COIL noisy object



5.1.3 Cédlular phone database

Table 2: Error rate on COIL-100 noisy database This cellular phones (Fig. 7) database has beatetten
St D our laboratory in order to illustrate the ability Motion
- Dev. Motion- Descriptors and Zernike Moments to recognize similar
of Zernike Motion Descriptors objects. The database contains thus 20 objectmgsho
Gaussian Moments - Descriptors _And and 300 images by object. The acquisition protdsol
noise Zernike Moments similar to the COIL acquisition, since each objecput
on a turntable in order to perform an acquisitiaohel.2
0.04 0.40% 0.29% 0.4 % dogree. P a
0.08 0.29% 0.36 % 0.54 % Applied on cellular phone database, Motion Descriptor
0.12 027 % 0.38% 0.51 % and Zernike Moments (and combination) give bothuk n
0.16 034 % 0.40 % 0.42 % error using cross validation.

019 0.26% 0.47% 0.48 %
0.23 043 % 0.38% 0.61 %

512 A R facedatabase

Face detection is a difficult problem for which & &
methods have been studied [13], [14], [15], [16]7][
The face database we used to validate our appréagh (
6) was created by Martinez in the computer visiontee
[7]. It contains over 4.000 color images correspogdo
126 people’s faces (70 men and 56 women). Images
feature frontal view faces with different facial
expressions, illumination conditions, and occlusi¢sun

glasses and scarf). Each image in the databasestsoos Fig. 7. Sampleobjects of the cellular phone database
a 786x576 array of pixels, and each pixel is regpred ) .
by 24 bits of RGB color We also studied the influence of the number of dasp

used during the learning step. The results arertean
the Fig. 8. Motion Descriptors are globally mordciént
than Zernike Moments, and one can note, as in Ok C
case, that the combination of both descriptorswaillo
converging faster, since the error e<2% is obtainkdn
only 3% of available samples are used during tiaitrg
step.

35 7_‘ —&— Zernike ||
—— Motion
30

\ Both I

error (%)

Fig. 6. Face samples from the A R database

The third database tested with our approach is the A
face. For the experiments reported, images were medrp
to a final 512x512 pixel size array. The best pennce P
obtained is e=3.4%, using a 10-fold cross valigdatad 01234567 89101112131415
Motions Descriptors. In this case, the additiorZefnike Learning samples (%)

Moment to the Motion Descriptors does not improve
performance, since the error is e=3.5%. However, our
approach gives better results than in [7], wheretikiez Fig.8. Influence of number of training samples of COIL
focuses on solving the localization error and osiclos.

The error in this case is range to 15-5%.

Table 3: Error rate on AR face database 5. Conclusion

SVM _ We proposed in this paper an evaluation of perfocea

_ _ Motion- of Motion Descriptors compared and combined with
RBF Zernike  Motion Descriptors Zernike Moments applied to color object recognition
Kernel ~ Moments Descriptors  and Zernike The descriptors have been defined and their priegert
(CV 10) Moments reviewed. Using standard databases of pattern
o = 0.1 35120 3.4% 3.5% recognition we shown that Motion Descriptors often

outperform Zermike Moments, and that combination of



both descriptors allows limiting the number of sagspl
used during the training step of the classificafioocess.
These descriptors can be used successfully in tarpat
recognition task for which rotation, scale and thaisn
invariant is important.
We built software working in real-time using a stamda
PC architecture. During the training step, the wseto
record a few images of the object to be recognizée
decision step (including resampling, Motion Desanipt
computation an&VM prediction) is performed in 50ms
on a Pentium IV, 1.5 GHz. Moreover, it is also possib
to compute Zernike Moments in real time [18].

In future work, we intend to add a new family of
invariants, and cooperation between local and ¢loba
approaches will be tested for shape indexing.
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